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In general, monitoring of animal growth and health is done directly by farmers (invasive 

measurement methods) which can cause cows to be injured or experience stress. To avoid this, 

several studies have been conducted on non-invasive methods using image processing 

technology. In this study, we systematically reviewed several works of literature to identify and 

synthesize published articles on image processing technology and image processing 

applications related to weight estimation and individual cattle identification. Analysis of image 

processing technologies used for weight estimation and individual cattle identification is the 

main objective of this article. Articles were searched through several databases and studies that 

met the inclusion criteria were analyzed and used in the review. The studies were divided into 

three main themes: image processing technologies, applications using image processing, and 

image processing research on cattle growth and health. It can be concluded that deep learning 

approaches are increasingly being studied, tested and considered as a viable and promising 

approach to monitor cattle weight and health in several aspects. 
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INTRODUCTION 

Cattle are one of the animal protein-producing livestock that has 

increased in demand alongside other livestock due to global 

human population growth, rising incomes, and others, but due to 

climate change, a combination of traditional practices, 

socioeconomic differences, and environmental phenomena, 

livestock productivity has stagnated [1]. The current climate 

change causes drastic changes in temperature   and   humidity, 

this   can   cause   problems especially in the growth and 

development of livestock cattle [2]. Monitoring cattle growth and 

development, which is often identified with real-time weight 

growth, is an important factor in cattle farming [3] [4], However, 

it is often ignored because it requires human resources and a lot 

of time so it is only done in certain conditions depending on the 

ability of human resources. Whereas cattle weight growth is 

closely related to health conditions.[5]. For example, young cattle 

should have good body weight development as it is related to the 

development of the immune system to keep the cattle healthy. It 

is important to be able to monitor and estimate cattle weights so 

that any deviations from growth can be optimally monitored so 

that the results can be used for management decisions, such as 

weaning and slaughtering [6].  

 

Cattle detection and identification systems play an important role 

in cattle farming to reduce costs and workload [7]–[10]. 

Conventional image processing techniques combined with deep 

learning concepts are used to build a cattle detection and 

identification system. Knowing body weight by weighing is one 

way to monitor the growth and health of cattle in maintenance 

management. Conventional measurements are common but 

notoriously difficult because cows move around a lot, causing 

stress and taking a long time.[11]. This makes the use of 

traditional physical weighing methods inefficient. Another 

method is estimation using empirical relationships between 

morphological characteristics and body weight, by measuring 

chest circumference, height, hip height. However, the 

measurement of body dimensions is often time- consuming and 

can be detrimental to the performer if the procedure is not 

automated and handled properly. Nowadays, the use of computer 

technology equipped with sensors, cloud computing technology, 

the use of machine learning (ML) and artificial intelligence (AI) 

methods have changed many industries.  They provide more 

benefits and are more efficient. So it is necessary to explore how 
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advanced technology can help livestock farming, especially cattle 

farming [11]–[14]. Intelligent perception tools from various 

sensors on precision farms can obtain a large amount of data that 

can be used to analyze individual animals for better management 

and can potentially increase farm productivity.  

METHOD 

To learn more about computer vision and its implementation in 

the real world especially in the field of animal husbandry, which 

is the monitoring of the growth and development of cattle, 

researchers used the Systematic Mapping Study method by 

conducting several article reviews which were divided into 3 

parts, namely technologies in image processing, applications that 

use image processing technology, and research related to the use 

of image processing technology in monitoring livestock growth 

and development. 

The Latest Technology in Image Processing 

Image Acquisition 

The initial phase of image processing is the process of capturing 

or scanning an analogue image or non-image object into a digital 

image. Common technologies used in this phase include digital 

cameras, webcams, scanners, thermal   cameras, digital 

microscopes, ultrasonography, Computed tomography (CT scan), 

Computed Radiography, Magnetic Resonance Imaging, 

Mammogram or other sensors. From these devices, 2D 

information is produced which is often described as a 2D function 

f(x,y) that represents the width and height of the image, such as 

an RGB image with each coordinate (x,y) has an RGB value that 

determines the pixel value or depth of the image, for example if 

at point x,y has an RGB value of (255,255,255) which is declared 

as white or (0,0,0) which is declared as black then at that point is  

declared to  have no  information.  The quality of the resulting 

image is highly dependent on the stability of the illumination, the 

distance between the device and the object and the resolution of   

the device.  In   addition to   2D information in the data acquisition 

process can also produce 3D information that can be done in 2 

ways, namely active techniques and passive techniques. Active 

techniques are carried out with structured lighting, the devices 

used are 3D cameras, RGB-D, LiDar and others, while   passive 

techniques are carried out by taking objects in various positions. 

3D information is described by a function f(x,y,z) with width, 

height and depth information. 

 

One of the uses of image processing in industry is the detection 

of product defects, which is often referred to as machine vision. 

The reliability of this machine lies in the excellent quality of 

lighting and image acquisition tools that fulfil the prerequisites in 

order to produce very high image quality as shown in Figure 1 

[15]. 

 

It can be concluded that the utilization of the device for data 

acquisition depends on the object to be captured, the 

environmental conditions around the object, and the distance 

between the device and the object. 

  
Figure 1. Visual Inspection System Architecture in Industry 

[15]. 

Image Enhancement 

In some practical image processing applications facing poor 

image quality such as underwater applications that must 

overcome blurred image quality, lack of lighting, low contrast and 

others so that the image quality improvement process is needed 

with the retinex method which will produce better image contrast 

quality from the original image.[16], [17]. 

  

In some implementations, the image quality may be caused due 

to the influence of the sensor installation, resulting in the contrast 

between the background and the target in the image being low 

and the edges being blurred. In addition, the large distance 

between the target and the sensor at the scene may cause obvious 

noise in the image due to the influence of atmospheric thermal 

radiation, so the texture information of the target is not prominent 

enough, resulting in poor image visual effects. Some traditional 

techniques such as the use of gaussian filters to smooth one-

dimensional signals as an improvement in the quality of edge 

detection. The use of histogram equalization can be used to 

improve the contrast and brightness of images used in image 

defogging, medical image processing, and target detection. 

 

Gauss gradient determines the gradient/descent of 2D scalar 

images and 3D volumes using the derivative of the Gaussian 

approximation. The 2-Dimensional representation of the 

Gaussian kernel is as follows: 

h(x, y) =
1

2πσ2
e−(

x2+y2

σ2 )
 (1) 

Where: σ = smooth scale 

In general, the function is written as follows: 

f(x, y) = g(x)h(y) (2) 

Gradient measurements along x and y can be separated by 2 

filtering and Gaussian functions can be separated and 

decomposed using 2 1D Gaussian functions. 

f(x, y) = (
1

2πσ2
e−

x2

σ2)(
1

2πσ2
e−

y2

σ2) (3) 

An important property of a Gaussian filter if it satisfies 

Δx · Δw ≥ 0.5 (4) 

∆x and  ∆w   are   the spatial and frequency variances, respectively 

domains. 

 

The input image can be either a grayscale or a color image as 

shown in Figure 2. The term σ (sigma) is used to define the 

Gaussian kernel in both directions. A higher sigma value will 
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result in a blurred output. Choose a sigma value that suits the 

gauss gradient edge detection approach. 

g(x) = (
1

2πσ2
e−

x2

σ2) (5) 

Gaussian kernels are generated along the x direction and y 

direction. The resulting Gaussian kernel involves the convolution 

of the Gaussian function and the first-order derivative of the 

Gaussian function. 

g′(x) = −x (
1

σ√2π
)

e−x2

2σ2
∗

1

σ2
) (6) 

g′(x) = −x ∗ g(x) ∗ σ2 (7) 

Then the representation of the Gaussian Kernel along the x and y 

directions is as follows: 

H(x) = g(x) * g’(x) (8) 

Hy = Hx’ (9) 

 
Figure 2. Medical Image Input 

 

Gaussian smoothing is performed on the image using the resulting 

kernel and the result is depicted as shown in Figure 3. 

 

 
   

Figure 3.  Gaussian smoothing results along x and y directions 

 

The resulting edge detection fulfils the following formula: 

Edge output = abs (Gx) + abs (Gy)   (10) 

 

With pictures as shown in Figure 4. 

 
Figure 4. Edge detection with Gauss gradient output for σ= 1,1.5, 

2. 

The application of several methods in image quality improvement 

is possible such as image quality improvement Dance movement 

applies multiscale convolution is used for image pre-processing, 

then to enhances the edge detection operator using the traditional 

Laplace method combined with Gauss filter. The use of Gaussian 

Filter is to smooth the image and suppress noise, then a Laplace 

gradient edge detector is used to process the edge detection. The 

image details extracted by the Gauss-Laplace operator increase 

the brightness of the image with linearly converging weights thus 

reconstructing an image with clear edge details and strong 

contrast [16]. 

  

The use of improper methods in image enhancement operations 

can cause the main object to be biased so as to eliminate the 

details of the real object, therefore it is necessary to try several 

existing methods in image enhancement which are strongly 

influenced by the environment around the object. 

Image Restoration 

In the development of the camera and smartphone industry, 

solving the classic problem of image recovery, namely the 

removal of unwanted degradation such as noise, blur, rain and so 

on, continues to develop mostly based on ConvNets, which 

achieves impressive results but shows limitations in remote image 

retrieval. One way to overcome the problem is by using a 

transformer method with a self-attention layer on a low-resolution 

feature map. 

 

The backscatter estimation algorithm can enhance the contrast 

and remove the color aberration of light absorption in underwater 

images that often suffer from blurring and color degradation.[18].  

The use of image restoration should not change the features and 

size of the object but the use of the wrong technique can 

negatively affect the image quality of the object. 

Color Image Processing 

The use of binary image processing technology and grayscale-

based images in the process of measuring the quality of asphalt 

mixtures is strongly influenced by the quality of lighting. Strong 

lighting will cause the asphalt to be more shiny, leading to a 

decrease in the calculated layer ratio. Vice versa, overestimation 

of the layer ratio can be caused due to poor lighting conditions 

causing stripped areas to be represented by dark pixels. The use 

of the method of averaging the luminance of digital images as an 

indicator can quantify the degree of stripping in the measurement 

of asphalt mix quality caused by moisture [19]. 

Wavelets And Multi-Resolution Processing 

A multi-resolution approach using contour transform and wavelet 

transform to combine CT and MRI images in an effort to improve 

image quality results in pixel clarity and retains information at the 

corners and edges of the fused image without losing data so that 

the information can help doctors in better clinical diagnosis of 

brain diseases [20]. 

Image Compression 

As many images are generated in everyday life, the challenge is 

the storage and transmission of image data which sometimes in 

the implementation of the application requires image data with 

small data size but still has high fidelity so that several studies 

related to lossless compression algorithms are developed. 

Combining linear prediction, integer wavelet transform and 

Huffman coding can produce compression from 6.22% to 72.36% 

[21]. 

https://doi.org/10.25077/jitce.7.01.8-18.2023
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Morphological Processing 

Morphological operations are image processing techniques that 

are based on the shape of segments or regions in the image. These 

operations include: boundary/contour search, dilation, erosion, 

closing, opening, and filling. Morphological operations used can 

help improve the quality of damaged images. The use of 

morphological operations and binary logical processes in vehicle 

detection and vehicle speed detection systems produces 

satisfactory results that help to reduce the number of accidents 

[22]. 

Segmentation Procedure 

The division of homogeneous regions in an image can be done by 

image segmentation. Converting an input image into an output 

image based on the attributes of the extracted image can be named 

as segmentation. Segmentation can also be used to distinguish 

objects and backgrounds by dividing the image into its own 

intensity regions.. The algorithm of image segmentation is 

divided into two types, namely: 

1. Discontinuity 

The division of images based on differences in intensity, 

such as points, lines, and edges. 

2. Similarities 

Image division based on the similarity of criteria, such as 

thresholding, region growing, region splitting, and region 

merging. 

Automatic evaluation of medical images is widely used for 

screening. The use of segmentation of extracted leucocyte 

sections from thin blood smear images using the CNN method   

with   VGG-UNET   architecture   produces   good performance 

with an accuracy rate of up to 97% [23]. 

Object Detection and Recognition 

Handwriting is still widely used in general so it is still interesting 

to analyze it to get information in the future. Handwriting 

recognition is a big challenge due to the diverse and overlapping 

writing patterns. Most studies use lexicon- based methods that 

require a large number of data samples up to 50 K samples to get 

good results. The use of the lexicon-free YOLO v3 method 

obtained good results even though it only used 1200-word 

samples with an error rate of up to 29% for word recognition and 

9% for character recognition [24]. 

Application Of Image Processing Technology 

Face Detection 

Artificial neural networks are widely used in several object 

detection applications. Artificial neural networks have a data 

learning feature function known as a black box, but it has a less 

strong interpretability to give users knowledge about how the 

model can obtain results and how to improve the capabilities of 

the model. Whereas fuzzy systems have good interpretability by 

defining fuzzy rules based on experts but have the disadvantage 

of being less flexible in adapting to differences in a set of data 

and require large rules to get better accuracy when facing data 

sets in high dimensions and will even cause rule explosion. 

 

The application of neuro-fuzzy which is a combination of 

artificial neural network models with fuzzy systems has been 

carried out in several domains. The main problem that often arises 

is that parameter optimization takes a long time and the next 

problem is that there are few innovations in fuzzy methods for 

feature extraction while the Cycle Reinforce Hierarchical Model 

(CRHM) can be used as an effective and efficient recognition. 

CRHM consists of a hierarchical structure, a group of fuzzy 

subsystems, and a cycling mechanism. The construction of a 

hierarchical structure is used for feature extraction and converting 

low-level features into semantically advanced features. The 

adoption of a group of fuzzy subsystems as feature extraction 

units in each hidden layer ensures feature diversity, and is useful 

for avoiding fuzzy rule explosion, thus reducing the time for 

clustering. In the first cycle, it is used to connect the hierarchical 

structure and the output layer directly and then transfer the set 

parameters continuously to strengthen the features gradually. The 

CHRM method produces higher recognition rate than CNN with 

faster training time [25]. 

  

The use of an artificial neural network on deep learning method 

for face sketch synthesis with the application of an architecture 

containing two convolution layers, a pooling layer, and a 

multilayer convolutional perceptron layer is used to learn the 

mapping from face photos to sketches. In this method, there is no 

need to solve complex optimization problems, but only calculate 

convolution and pooling operations, thus improving the synthesis 

efficiency. Another advantage is that the global feature extraction 

of the convolution layer can produce more continuous and fixed 

facial contours [26]. 

  

A face recognition system that applies a combination of Principal 

Component Analysis (PCA), K-Means clustering, and 

Convolutional Neural Network (CNN) methods can produce a 

smaller network that reduces training time, eliminates 

redundancy, and maintains variance with a smaller number of 

coefficients. Then the use of a K-Means clustering model trained 

using compressed PCA can produce data that selects K-Means 

clustering centers with better characteristics that serve as the 

initial values of the CNN and act as input data. The use of this 

method results in more efficient face identification compared to 

other Face Recognition (FR) techniques namely PCA, Support 

Vector Machine (SVM), and K-Nearest Neighbor (kNN)[27]. 

Object Classification 

The application of Coarse-to-Fine Pseudo Supervision-guided 

Meta-Learning (C2FPS-ML) for unsupervised multiple-shot 

object classification is used to solve target tasks that have few 

labeled examples with additional unlabeled datasets. The method 

acquires prior knowledge from the additional unlabeled dataset 

during unsupervised meta-training. It then uses the prior 

knowledge to assist downstream multi-shot classification tasks. 

Optimization of the meta-task sampling process at the 

unsupervised meta-training stage using the Coarse to Fine Pseudo 

Supervision method in C2FPS-ML which is the dominant factor 

to improve the performance of meta-learning-based FSL 

algorithms. Learning new concepts in a progressive or 

hierarchical manner following the coarsest to finest way can use 

human behavior simulation as a development step of the C2FPS-

ML method [28], [29], [30]. 

https://doi.org/10.25077/jitce.7.01.8-18.2023
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Object Detection 

In the implementation of object detection [31] [32]– [34], there 

are two technical challenges, namely accuracy, and speed. 

Several recent anchor-free detection studies have achieved high 

performance, but are very difficult to implement in the real world 

due to model complexity and slow speed. Combining Cross-

context Attention Mechanism (CCAM), Receptive Field 

Attention Mechanism (RFAM), and Semantic Fusion Attention 

Mechanism (SFAM) can balance accuracy and speed with an 

attention-guided mechanism to highlight the interaction of object 

synergy regions, and suppress non-object synergy regions.  The 

construction of a novel attention mechanism that considers 

channel, spatial, cross-context, and neighborhood context 

information simultaneously improves the Average Precision (AP) 

metric in small object detection [35]. 

Current Research on Image Processing Application for 

Livestock Growth and Development 

Livestock Health 

Monitoring livestock behavior is critical to understanding 

livestock welfare and health status. [36] [37], [38].  The common 

method is invasive by direct observation and direct measurement 

of the cow's body, which is not efficient and effective because 

farmers must provide time and special equipment to monitor and 

cannot be done continuously [39]. One of the most powerful 

monitoring methods is a non- invasive monitoring system that 

uses infrared light or a thermal camera to measure the body 

temperature of cows in the area between the eyes (forehead).[40] 

in addition to the vulva of the cow [39] because changes in 

temperature in this area are one of the main factors in changes in 

health conditions. The need for more precise farming, monitoring 

cow health is not only on the temperature factor but also the 

overall activities involving cows, namely cow nutrition [41], cow 

environment[42], cow behavior [43][44], cow behavior changes 

in cow weight [45] and others. Commonly used methods are 

Convolutional Neural Networks (CNNs) [46], Long Short-Term 

Memory (LSTM) [47], Mask-Region Based Convolutional 

Neural Networks (Mask-RCNN)[48], and  Faster-RCNN[49], 

[50] 

Body Score Condition 

Cattle body measurement [51][10][37] is an important task in 

precision animal husbandry, as weight changes can be 

categorized as health changes in cattle.  One measurement of 

cattle body is by using Body Condition Score with rank 1-5, with 

1 being too thin and 5 being too fat.  [52] (65). This was 

previously done manually by touching or looking at the back 

(spine or top line), short ribs, hip bones (hook and pin) and tail 

head.[53], [54]. But to do that requires an expert. Image 

processing technology is an option for body condition scoring 

observation nowadays as shown in Figure 5 [55]. 

 

Body condition assessment with image processing technology is 

based on the feature extraction model analysis assessment method 

by extracting body surface geometric features related to body 

condition (animal body contour, shape, etc.) [55], [56].  Non-

contact body measurement methods using 2D [11]as well as 3D 

or RGB-D cameras [54], [57]. Using 3D data to build geometric 

features for body measurement is prone to errors because 3D 

cameras require good lighting and are light-sensitive and slow in 

image processing.[58], [59].  In 2D camera image capture, the use 

of the Single Shoot Multi Box Detector (SSD) method can 

improve classification   accuracy   and   location   accuracy   in   

tail detection and evaluate BCS. However, capturing with a 2D 

camera has the disadvantage of not having information about the 

depth of the tail. 

 

 
Figure 5. Body Condition Score Access Area [55] 

 

 

In the determination of BCS, feature extraction of the chest 

circumference is required, with the use of RGB-D cameras that   

produce   depth   information   and   the   use   of   the Deeplabcut 

method with Resnet architecture achieving relatively high 

performance.[60]. The use of CNN in BCS determination can also 

improve classification accuracy and location accuracy, especially 

when using Faster R CNN [50], [60], [61]. 

Weight Estimation 

Cow feature extraction using SOLO application [48] application 

and the discrete curvature calculation method to extract the cow's 

body size to calculate feature points.[62] extract the size of the 

cow's body to calculate feature points. and calculate the cow's 

body size parameters with the Euclidean distance calculation 

method [63] can be used to visually see the growth and 

development of cows [64]. Prediction of cow weight to determine 

the weight of cows automatically   using   the   Artificial   Selected   

Weighting Method which compares manual data collection and 

uses image processing technology with steps as shown in Figure 

6 [65].  

 

Figure 6. Research design 
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Some formulas for predicting cow weight are: 

 

Schoorl Denmark: 

W =
(LD+22)2

100
 (10) 

 

Schoorl Indonesia: 

W =
(LD+18)2

100
 (11) 

 

Winter Europe / Schaeffer’s Formulas: 

W =
PB x (2,53 x LD)2

300
 (12) 

 

Winter Indonesia: 

W =
PB x (LD)2

10815.15
 (13) 

 

Modification / Lambourne Formulas: 

BB = (LD)2xPB

10840
 (14) 

 

 

Where: 

PB = Cow Body Length 

LD = Cow Body Circumference 

  

Manually, the cow's circumference can be thought of as the base 

area and the body length as the height. The chest circumference 

is obtained by winding a string behind the gumba through the 

back of the shoulder blades. Meanwhile, body length is measured 

from the shoulder to the protrusion of the sitting bone, compared 

to the measurement in the image data. The difference in 

measurement results produced is still in a reasonable category 

because it is greatly influenced by many factors such as the 

environment, stress levels and others. Even manual weighing 

done by stressing the cow can reduce the weight by 5-10% [65]. 

Cow Individual Recognition 

Identification of cattle [66] is indispensable for the purposes of 

disease prevention and control, breeding agencies. Feed quality 

traceability and others. The use of traditional identification 

methods such as the use of ear marks and tattoos on the skin of 

cattle is less efficient and hurts cattle [67]. Non-invasive 

identification using cameras is an option because it is effective 

and cost-effective.  Several methods    have been applied such as 

ear marker recognition [68]. This method has the disadvantage 

that if the marker is covered by the cow's ear, the system cannot 

detect it. The next method is based on muzzle point matching, this 

method requires a high-resolution camera and the system cannot 

detect it [69]. This method requires a high-resolution camera and 

a very close distance to the object so that implementation in the 

field will be very difficult. Another method is by cow face 

recognition, this method takes part of the cow's face from the 

horns to the cow's muzzle as shown in the Figure 7.  The use of 

the YOLO application [70] application   that   is   commonly used 

for human face recognition is quite effective in detecting 

individual cow faces but if the face position is sideways or 

downward it will result in false detection [66] [46]. The fusion of 

human face recognition methods namely ArcFace Loss [71] and 

Retina Face [72] mobilenet [73] produces high performance with 

a faster computation rate, but the use of this application produces 

maximum performance only in offline conditions [67].  

 

 

 
Figure 7. Cow face area 

Automatic cattle image recognition is a necessity for government 

agencies responsible for this activity or farmers. Several studies 

have been conducted, including the use of Convolutional Neural 

Network methods to extract characteristics from cattle images 

and Support Vector Machines for classification.  The accuracy of 

these methods achieved satisfactory results, comparable to other 

methods [10], [58], [74], [75].  

 

The method of detecting anomalies in the continuous weight gain 

of cattle in the process of fattening cattle can be done with 

machine learning that applies several algorithms, namely   the   

algorithms used   are   Decision Tree (DT), Gradient Boosting 

(GB), regression based on K-Nearest Neighbor (KNN), and 

Random Forest (RF) with the outlier detection process carried out 

to identify anomalous weight anomalies. Of the four algorithms, 

the DT model produced the best performance [59], [76].  Weight 

estimation using machine learning with  Bayesian ridge algorithm 

through 3 stages namely segmentation, feature extraction and 

weight estimation on Korean cattle (hanwoo) produces good 

performance that produces efficient and lightweight models so 

that it can be used in embedded systems.[61] 

Cow Behavior 

Cattle behavior reflects the health, welfare, activity and 

production of cattle. Behavioral monitoring was initially done by 

direct observation but this became inefficient especially in 

precision farming conditions.  Direct observation was replaced 

with inertial sensors [77]. But the position of these sensors 

sometimes changes or falls or runs out of resources so that 

monitoring is not efficient. The use of cameras is the next option 

using a combination of the C3D (Convolutional 3D) and 

ConvLSTM (ConvLSTM) network methods [78] and 

ConvLSTM (Convolutional Long Short-Term Memory) network 

methods to extract spation temporal features [79] to extract 

spatio-temporal features, and feeding the last feature to the 

softmax layer for behavioral classification can identify 5 

behaviors namely feeding, exploring, grooming, walking and 

standing[80]. 

RESULTS AND DISCUSSION 

In monitoring the growth and development of livestock using 

computer vision technology, choosing the right type of camera is 

very important to get maximum results. RGB cameras are suitable 

for monitoring activity and obtaining physical details of animals 

at an affordable price, but are less effective in low lighting 

conditions. Thermal cameras are excellent for monitoring animal 

body temperature and do not affect animal stress, but they are 

relatively expensive and sensitive to lighting conditions. Depth 
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sensor cameras are ideal for acquiring information on the depth 

of objects and body shape of animals, but they are also expensive 

and sensitive to camera position and distance. Therefore, camera 

selection should be tailored to the monitoring needs and purpose 

as well as the surrounding environmental conditions.  

 

In addition, special attention should also be paid to the factors of 

camera position and distance, camera resolution, and lighting 

conditions that may affect the quality of the resulting images. The 

use of stereo camera techniques can improve image quality by 

providing additional information about the shape of objects, but 

still requires attention to these factors. By paying attention to 

these factors, the use of computer vision technology can help 

monitor livestock growth and development more effectively and 

efficiently. 

 

Review results from various journals show that the use of image 

processing methods in monitoring the growth and development 

of livestock has produced positive results. Various image 

processing methods such as image enhancement, edge detection, 

segmentation, object recognition, and convolutional neural 

network (CNN) have been applied in monitoring the growth and 

development of livestock, especially cattle. In choosing the right 

image processing method, it is necessary to consider the needs 

and objectives of image processing as well as the characteristics 

of the image to be processed. In addition, the diversity of object 

data is very important to be used as training data for an algorithm 

used to account for variations in shape and size that can help 

improve accuracy. Various data augmentation techniques can be 

used to produce more varied and high-quality datasets. 

 

The CNN method is the most popular method in monitoring 

livestock growth and development because it can produce 

accurate models in a relatively short time and can be applied to 

datasets with large sizes. Various CNN architectures such as 

AlexNet, VGGNet, and ResNet have been applied in monitoring 

livestock growth and development and have shown good results. 

Overall, the use of image processing methods and CNN can be an 

effective alternative in monitoring the growth and development 

of livestock, especially cattle. However, it should be noted that 

the accuracy of weight estimation or object detection depends on 

the quality of the image used and the diversity of object data used 

as training data 

CONCLUSIONS 

The use of image processing technology and the Convolutional 

Neural Network (CNN) method can be an effective alternative in 

monitoring the growth and development of livestock, especially 

cattle. In choosing the right camera for monitoring, it is necessary 

to consider the needs and objectives of monitoring as well as the 

surrounding environmental conditions. In addition, in choosing 

the right image processing method, it is necessary to consider the 

needs and objectives of image processing and the characteristics 

of the image to be processed. Diversity of object data is very 

important to be used as training data for algorithms to take into 

account variations in the shape and size of objects. Various data 

augmentation techniques can be used to produce more diverse and 

high-quality datasets.  

 

CNN is the most popular method in monitoring livestock growth 

and development because it can produce accurate models in a 

relatively short time and can be applied to datasets with large 

sizes. Various CNN architectures such as AlexNet, VGGNet, and 

ResNet have been applied in monitoring livestock growth and 

development and have shown good results. However, it should be 

noted that the accuracy of weight estimation or object detection 

depends on the quality of the images used and the diversity of 

object data used as training data. Therefore, it is hoped that further 

research can be conducted to correct the shortcomings and 

develop this method so that it can be used more widely in the 

livestock industry. 
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NOMENCLATURE 

σ= smooth scale 

PB = Cow Body Length 

LD = Cow Body Circumference 
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