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Disability is one of a person's physical and mental conditions that can inhibit normal daily 

activities. One of the disabilities that can be found in disability is speech without fingers. 

Persons with disabilities have obstacles in communicating with people around both verbally 

and in writing. Communication tools to help people with disabilities without finger fingers 

continue to be developed, one of them is by creating a virtual keyboard using a Leap Motion 

sensor. The hand gestures are captured using the Leap Motion sensor so that the direction of the 

hand gesture in the form of pitch, yaw, and roll is obtained. The direction values are grouped 

into normal, right, left, up, down, and rotating gestures to control the virtual keyboard. The 

amount of data used for gesture recognition in this study was 5400 data consisting of 3780 

training data and 1620 test data. The results of data testing conducted using the Artificial Neural 

Network method obtained an accuracy value of 99%. This study also performed a virtual 

keyboard performance test directly by typing 20 types of characters conducted by 15 

respondents three times. The average time needed by respondents in typing is 5.45 seconds per 

character. 
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INTRODUCTION 

Disability is a condition that can prevent a person from 

communicating and carrying out daily activities[1]–[3]. based on 

data from WHO, there are approximately 15% of people 

worldwide with disabilities, and 2-4% of them experience 

functional difficulties[1], [3]. One form of disability is paralysis 

and speech impairment. Paralysis is a condition in which a person 

loses the ability to communicate verbally or to move. This is 

caused by loss of function of neurons in the brain or known as 

neurodegenerative disorders[2] or other causes such as physical 

accidents[1]. someone who is paralyzed and speech impaired will 

have difficulty communicating with people around them, so a 

medium is needed to communicate with people around them, one 

of which is by using a smartphone and computer[2]. However, it 

becomes a new problem if people with speech disabilities 

experience limited finger function due to certain neurological 

diseases or accidents[4]. So, we need special media in 

communication. One way to build communication is by using the 

concept of HCI (Human-computer Interaction).  

 

HCI development has been carried out starting from the use of a 

keyboard and mouse as a medium of communication between 

humans and computers[5]. there are many developments in HCI 

for support communication each other, such as nose tracking 

cursor control[5], speech and movement recognition system[3], 

recognition of hand or finger gestures [4], [6]–[20], biosignals[1], 

[2], [21], [22], and others.  

 

Hand gesture recognition has been developed for various 

purposes, such as wheelchair control[14], hand robots[23], virtual 

keyboards[6], [15], [24], [25], sign language recognition[26]–

[29], alternative remote control[30], virtual mouse control[31], 

Touchless Exploration of Medical Images[12], and various other 

implementations.  

 

Previous research in recognizing patterns of hand gestures is 

through image processing through taking pictures [16], [17], [19]. 

In research [19] it is limited to character recognition numbers 1 

to 10. Research [17] is limited to character recognition numbers 

1 to 20. Meanwhile, in the study [16] it is limited to character 

recognition of letters (A, B, C, D, G, H, I, L, V, and Y). In 

addition, all three studies were limited to static shooting and 

would have problems with dynamic hand gestures.  

 

Leap motion sensors are an alternative in developing technology 

to recognize hand gesture patterns[9], [12]–[14], [20]. Li's 

research [9] conducted research on the introduction of hand 

gestures using leap motion for post-stroke rehabilitation. Seven 

gestures recognized as a method of rehabilitation for stroke 

patients. Hand gestures are recognized based on the pitch, roll, 
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and yaw values on the sensor. Other research by Lu [20] to 

recognized hand gestures are ten gestures (poke, pinch, pull, 

scrape, slap, press, cut, circle, key tap, and mow) and are stored 

in the Handicraft-Gesture dataset. The classification method used 

is the Hidden Conditional Neural Field (HNCF).  

 

Besides that, research [13] in recognizing Arabic numbers has 

been carried out. there are 10 recognized numbers (0-9) which are 

modeled and classified using the Radial Basis Function (RBF) 

neural network method. other studies [12] in recognizing 11 hand 

gestures in controlling DICOM Images without direct contact to 

avoid the risk of contamination. the method used in this study is 

the Support Vector Machines (SVM) method. The introduction of 

hand gestures based on pitch, roll, and yaw values was also 

carried out by Rusydi [14] using a leap motion sensor. 

Introduction Hand gestures are made to control a wheelchair. 

Recognition of wrist gesture is based on hand muscle fatigue 

analysis in order to provide comfort for wheelchair users.  

 

Apart from hand gestures, more specifically development using 

Leap Motion Sensor has been carried out on the recognition of 

finger gestures[4], [11], [15], as in Li’s Research [4] about finger 

motion reconstruction. Finger motion generated by angle of 

finger joint and it calculated. Other studies [11] compared the 

recognition of finger movements based on leap motion sensors 

and glove data. the data glove consists of flex sensors, 

gyroscopes, and vision data. comparisons are seen based on 

position, orientation, velocity and acceleration from the angle of 

the finger bend. Then, then finger gestures recognition research 

was also carried out to control the virtual keyboard[15], where 

there are two algorithms designed with each different finger 

gestures. Finger gesture patterns obtained based on the angle of 

the index finger and thumb. Based on that research, hand gesture 

pattern recognition can be done using a leap motion sensor, but 

this becomes a problem if someone has limited finger function. 

 

One of the developments of communication media with persons 

with disabilities is carried out using a virtual keyboard. Virtual 

keyboard was developed in various shapes and types[6], [15], 

[21], [24], [25], [32]. based on research [6], [15], [25], the virtual 

keyboard that is being developed is still in a static form which 

each consists of letters and numbers in the qwerty type and 

alphabet type[15], [24]. Other type has been developed by [32] 

with the layout similar to mobile phone key layout. Other static 

form is designed based on a GUI (Graphics User Interface) with 

two types of display, namely in the form of words that are 

equipped with pictures and letters arranged in qwerty and 

alphabet form[6]. Another form that has been developed is the 

dynamic form[21]. The virtual keyboard is designed in a 7x7 

pattern. There are 6 zones. The first and second zones consist of 

central point and four function. That zones do not change position 

adaptively. The third to sixth zones consist of letters and numbers 

arranged alphabetically and can adaptively switch positions based 

on frequently used characters.  

 

This paper describes the design of a virtual keyboard that is 

controlled using a leap motion sensor based on hand gestures for 

persons with disabilities without fingers using an artificial neural 

network method. Hand gestures are identified based on the pitch, 

roll, and yaw values for each hand gesture (up, down, left, right, 

and rotate). Each gesture is classified using an artificial neural 

network as input on the virtual keyboard. 

The paper consists of five sections. Part 1 explains the 

background, related work, and primary contribution. Section 2 

describes the research methodology which consists of a virtual 

keyboard design, hand gesture patterns, and classification of hand 

gestures using artificial neural networks and experimental 

designs. The research results and discussion are presented in 

section 3. Section 4 describes the conclusions of the research. 

METHOD 

2.1. Virtual Keyboard Design 

The virtual keyboard is designed using IDE processing software. 

The designed virtual keyboard consists of two parts. The left 

section consists of the word or character button, and the right 

section displays the selected word or character. The virtual 

keyboard is designed in two types, namely general word (GW) 

and custom word (CW) as shown in figure 1. GW Virtual 

keyboard is built based on common and frequently spoken words. 

GW Virtual Keyboard consists of the words I, you, want, eat, and 

other words. Each word is accompanied by a picture that 

represents that word. 

 

Meanwhile, the CW Virtual keyboard consists of the letters A-Z 

and numbers 0-9. Letter characters are arranged based on the type 

of the alphabet. Each type of virtual keyboard provides a button 

to switch to another type of virtual keyboard. In addition, there 

are also buttons for delete, send, and space. The virtual keyboard 

is controlled by moving your hands up, left, right, and down. 

Meanwhile, selecting a word or character is done by rotating the 

hand 90°. 

 
Figure 1. Virtual keyboard design; (a) general words (GW), (b) 

custom words (CW) 
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Figure 2. Hand Gesture Patterns; (a) Normal, (b) right, (c) left, 

(d) up, (e) down, (f) rotate 

 

 
Figure 3. Hand position and Leap Motion Sensor 

 

2.2. Hand Gesture pattern 

The hand gestures recognized in this study were especially the 

right hand which had no fingers. Figure 2 shows the pattern of 

hand gestures consisting of gestures up, down, left, right, and 

rotating. Every Gesture is detected using the Leap Motion sensor. 

The normal hand position is based on the user's comfortable 

position by placing the hand directly above the leap motion 

sensor. The distance between the hand and the leap motion sensor 

is set at ±15 cm as shown in Figure 3. The reading of the leap 

motion sensor will produce Pitch values (change in direction of 

hand on the x-axis), Yaw (change in direction of hand on the y-

axis), and Roll (change in direction of hand on the x-axis). z). 

Each Move results in a different Pitch, Roll, and Yaw value. 

 

2.3. Design of Artificial Neural Networks 

Artificial neural networks are used to classify hand gestures. The 

design of an artificial neural network consists of an input layer 

(Xi), a hidden layer (Zj), and an output layer (Yk) as shown in 

Figure 4.  

 

Table 1. ANN output and hand gestures 

No. Hand Gesture Output Layer (biner) 

1 Normal 001 

2 Right 010 

3 Left 011 

4 Up 100 

5 Down 101 

6 Rotate 110 

 

 
Figure 4. Design of Artificial Neural Networks 

 

The input layer consists of 3 neurons (X1, X2, X3) which are the 

pitch, yaw, and roll values. The recognition process is carried out 

in the hidden layer which consists of 9 neurons (Z1 – Z9). The 

input layer and the hidden layer are connected by the input weight 

(Eij). Then it is processed at the output layer which consists of 3 

neurons (Y1, Y2, Y3). The hidden layer and output layer are 

connected by layer weights (Fjk). The three resulting neurons are 

in the form of binary numbers representing each gesture 

according to table 1. The output in the hidden layer is calculated 

using equation (1) and the activation function used in the hidden 

layer is the Sigmoid function in equation (2). While the output in 

the output layer is calculated using equation (3) and the activation 

function used is the purelin function as in equation (4). 

 

𝐴𝑍𝑗 = 𝐵𝑍𝑗 + ∑ 𝐸𝑖𝑗 ∗ 𝑋𝑖
𝑛
1        (1) 

 

𝑍𝑗 = 𝑆𝑖𝑔𝑚𝑜𝑖𝑑 (𝐴𝑍𝑗)       (2) 

 

𝐴𝑌𝑘 = 𝐵𝑍𝑘 + ∑ 𝐹𝑗𝑘
𝑛
1 ∗ 𝑍𝑗       (3) 

 

𝑌𝑘 = 𝑝𝑢𝑟𝑒𝑙𝑖𝑛 (𝐴𝑌𝑘)       (4) 
 

RESULTS AND DISCUSSION 

3.1. Retrieval of Hand Gesture Direction 

data 

Direction data collection for hand gestures is carried out by 

placing the hands parallel to the leap motion sensor 15 cm as 
shown in Figure 3. Directional data is read in the form of pitch, 

yaw, and roll values for each gesture. gestures that are read are 

15 cm 
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wrist up, down, left, right, and rotate. The reading results can be 

seen in Figure 5.  

 
Figure 5. Direction value of leap motion sensor based from 

gesture. 

 

Table 2. Data training input weights 

 X1 X2 X3 

Z1 0.24 0.19 0.08 

Z2 -1.84 0.00 0.75 

Z3 0.04 0.43 -0.02 

Z4 0.52 -0.06 0.09 

Z5 -0.12 -0.83 0.02 

Z6 -0.08 -1.76 0.03 

Z7 0.10 0.42 0.01 

Z8 0.21 0.30 -0.27 

Z9 -0.29 0.41 -0.17 

 
Table 3. Data training layer weights 

 Y1 Y2 Y3 

Z1 0.85 0.38 -0.63 

Z2 -0.15 0.88 -0.63 

Z3 -1.14 1.05 -1.76 

Z4 -0.89 0.02 0.1 

Z5 0.41 -0.99 0.92 

Z6 -0.19 0.41 0.37 

Z7 0.66 -1.27 1.27 

Z8 -0.18 -0.07 -0.03 

Z9 -0.03 -0.58 0.44 

 

Table 4. Layer bias and data training output bias 

 Bias Value 

Hidden Layer BZ1 -1.74 

 BZ2 -0.27 

 BZ3 -13.95 

 BZ4 16.73 

 BZ5 19.94 

 BZ6 -14.47 

 BZ7 -12.49 

 BZ8 7.6 

 BZ9 -2.8 

Output Layer BY1 0.8 

 BY2 0.7 

 BY3 -0.38 

 

Each gesture produces a different pitch yaw and roll value so that 

it can be used as input for virtual keyboard controls. 

3.2. Artificial Neural Networks 

3.2.1. Training Data 

 Artificial neural network design is trained using 3780 data. 

Each data has a target for each gesture which has been defined 

with a binary number. Data training is carried out to see the 

performance of the artificial neural network based on the Mean 
Square Error (MSE) value. MSE is determined based on a 

comparison between the targets given and the output generated in 

the training data. The results of the data training show that the 

MSE value stops at 0.013 at the 1265th epoch. The data training 
produces weight and bias values to calculate the output value. The 

resulting weight values consist of input weights in table 2 and 

layer weights in table 3. Meanwhile, layer bias and output bias 

are shown in table 4. There are 27 input weights, 27 layer weights, 
9 layer biases, and 3 output biases. 

3.2.2. Testing Data 

The test was carried out using 1620 data. Each data is divided 

based on each gesture. Based on the tests carried out, there were 

1601 data that were declared in accordance with the classification 

of gesture, while 19 data experienced differences between the 
target and the resulting output. The details of the data result are 

described in the confusion matrix in table 5. so that the accuracy 

can be calculated from the total amount of data. based on the 

performance of training data and test data in table 6, it was found 
that the average precision of each gesture was 97.83% and 

98.83%. while the average data accuracy in the training data is 

96.19% and in the test data is 98.82%. The test results also show 
that the gesture data to the right and down has a smaller value 

than other gestures. This is due to the less ideal position of the 

user's hand so that the read value is similar to other gestures.  
 
Table 7 shows several methods of classifying hand gesture 

patterns that have been used by previous researchers. in studies 

[16] and [17] use the same features, namely image processing 
using edge detection and the same method, namely Support 

vector machines (SVM). However, the number of recognized 

gestures is different. in research [16] the recognized gestures are 

numbers (0-9) where the resulting performance reaches 92%. 
whereas in research [17] the gestures that are recognized are sign 

language numbers (1-20) and classified based on database, but 

from a testing point of view the test results are not included in the 

form of percentages.  
 

Another study [12] detected hand gestures based on Skeleton 

hand and finger data with coordinates (X, Y, Z) using two 

methods, namely SVM and multilayer perceptron, each of which 
obtained an accuracy of 91.73% and 89.91%. Another method, 

namely neural networks, can also classify hand gestures. in 

research [13] the Radial Basis Function (RBF) Neural network 

method is used to recognize hand gesture patterns based on Hand 

motion dynamic features, including spatial position and direction 

of finger. performance in recognition was obtained at 95.1%. 

Lastly, research [33] recognizes hand gestures based on Doppler 

radar using the deep convolutional neural network (DCNN) 
method. based on this method obtained system accuracy with 10 

hand gestures of 85.6% and 7 gestures of 93.1%. 

 

Based on previous research with several methods and compared 
with the proposed research, it can be seen that the performance 

produced in other studies is not more than 96% and the proposed 

research obtains a performance of 99%. it can be said that the 

ANN method can recognize given hand gestures with very good 
results and can be implemented. 
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Table 5. Confusion matrix of data results 

Data Prediction Gesture Actual result gesture Total 

Normal Up Down Left Right Rotate Unknown 

Training data Normal 609 0 8 7 6 0 0 630 

Up 0 626 0 0 0 2 2 630 

Down 10 0 617 0 2 1 0 630 

Left 9 0 0 619 1 0 1 630 

Right 1 1 5 0 600 9 14 630 

Rotate 0 1 0 0 2 627 0 630 

 Number of Data 3780 

Testing data Normal 269 0 1 0 0 0 0 270 

Up 0 269 1 0 0 0 0 270 

Down 1 0 264 3 0 2 0 270 

Left 0 0 0 266 0 0 4 270 

Right 1 0 0 0 263 5 1 270 

Rotate 0 0 0 0 0 270 0 270 

 Number of Data 1620 

 

Table 6. Performance of Neural Network Method (%) 

Data Gesture Performance 

TPR FPR Precision F1 Score Accuracy 

Training data Normal 97% 3% 97% 97% 94% 

Up 99% 1% 99% 100% 99% 

Down 98% 2% 98% 98% 96% 

Left 98% 2% 98% 99% 97% 

Right 95% 5% 95% 97% 94% 

Rotate 100% 0% 100% 99% 98% 

Mean 98% 2% 98% 98% 96% 

Testing data Normal 100% 0% 100% 99% 100% 

Up 100% 0% 100% 100% 100% 

Down 98% 2% 98% 99% 98% 

Left 99% 1% 99% 99% 99% 

Right 97% 3% 97% 99% 98% 

Rotate 100% 0% 100% 99% 100% 

Mean 99% 1% 99% 99% 99% 

 

Table 7. Hand gesture patterns methods from previous research compared to the proposed method 

Feature Number of 

Gesture 

Classifier Result 

Image processing based 

on Canny edge 

detection[17] 

20 Support Vector 

Machines (SVM) 

testing is done using a webcam and can be classified based on 

the database. however, the percentage of the results of the 

tests performed was not explained. 

Image processing based 

on Canny edge 

detection[16] 

10 Support Vector 

Machines (SVM) 

The percentage of performance up 92% for recognizing based 

on gesture set.  

Skeleton hand and finger 

data with coordinates (X, 
Y, Z)[12] 

11 Support Vector 

Machines (SVM) and 
Multilayer Perceptron 

Accuracy of testing data using SVM is 91.73% and with 

multilayer perceptron is 89.91% 

Hand motion dynamic, 
including spatial position 

and direction of finger[13] 

10 Radial Basis Function 
(RBF) Neural 

Network 

Performance of recognition is 95.1% 

Pitch, yaw and roll 

values[6] 

7 Threshold the rules for each hand movement have been determined 

threshold values based on pitch, yaw and roll values so that an 

accuracy of 100% is obtained. 

Doppler Radar by micro-

doppler signatures[33] 

10 Deep Convolutional 

Neural Network 
(DCNN) 

Accuracy of classification is 85.6% with 10 gestures. But with 

7 gestures it becomes 93.1% 

Proposed:  

Pitch, yaw and roll values 
6 Artificial Neural 

Network (ANN) 
This method has 99% accuracy and 99% precision. 

3.3. Virtual keyboard 

 The virtual keyboard is designed in two types, there are GW 
Virtual keyboard, and CW Virtual Keyboard. The results of the 

virtual keyboard design are shown in Figure 6. On the GW Virtual 

keyboard, words used in Indonesian are generally used like saya, 

kamu, kami, ayah, ibu, pergi, ingin, dan, untuk, di. Then there are 

also words that represent daily activities (mandi, makan, tidur, 

minum), sakit, lokasi(masjid, pasar, pekarangan, toilet, kamar), 

foods and drinks (air, kopi, sup, nasi) and tambah. At the bottom 

left, there are several main buttons such as (space, delete, and 
send) and the button to switch to the CW Virtual keyboard.  
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(a) 

 

 
(b) 

 

Figure 6. Virtual Keyboard Display; (a) GW Virtual Keyboard, 
(b) CW Virtual Keyboard 

 

Meanwhile, on the CW Virtual keyboard display, it consists of 

the letters A-Z followed by the numbers 1-0, full stop (.), comma 

(,), question mark (?), space, delete and send. Meanwhile, the 
bottom row contains buttons to switch to the GW Virtual 

Keyboard. 

3.4. Performance of Virtual keyboard 

Virtual keyboard testing using a leap motion sensor is carried out 

based on hand gestures. Hand gestures have been recognized by 

leap motion sensors and classified by type of gesture using 
artificial neural networks. Tests were carried out on 15 

respondents as shown in table 8 by typing words or sentences 

using the CW Virtual keyboard and GW Virtual keyboard. For 

each type of virtual keyboard, there are 10 trials consisting of 
predetermined words in Indonesian. Word or sentence testing was 

carried out three times for each respondent. From each test 

performed, the average time consumption required by the 

respondents was calculated and shown in Figure 7. From the 
results obtained, there is no significant difference in the time 

required for each test with the same character or word with an 

average standard deviation of 2.65 seconds. 

Tests were conducted to determine the average time required to 
type each character or word according to the type of virtual 

keyboard used. Based on the results of the tests conducted, the 

average time needed to select a character or word is 5.45 seconds. 

 

Table 8. Virtual keyboard performance testing 

No. Words/Sentence The number 

of buttons 

selected 

Average of time 

comsumption of Test (s) 

Average of 

time (s) 

Average to select one 

character/word (s) 

Deviation 

Standar 

1 2 3 

CW Virtual Keyboard    

1 Zimbabwe 8 36.91 36.49 36.60 36.66 4.58 1.76 

2 Kapal 5 31.36 30.97 30.53 30.96 6.19 2.24 

3 Dokter 6 31.80 32.12 31.57 31.83 5.30 2.44 

4 Soekarno 8 38.70 37.54 37.81 38.02 4.75 2.78 

5 Randang 7 34.22 34.69 33.39 34.10 4.87 2.24 

6 Universitas Andalas 18 95.37 95.22 95.53 95.37 5.30 1.79 

7 Bukittinggi Kota 21 112.57 111.43 110.59 111.53 5.31 5.72 

8 Wisata 10 46.01 45.17 44.25 45.14 4.51 2.40 

9 17.08.1945 10 45.15 44.79 44.61 44.85 4.48 2.32 

10 1510952061 10 54.20 54.25 53.63 54.03 5.40 2.33 

GW Virtual Keyboard    

11 Saya Mau Makan 3 18.47 18.25 17.06 17.93 5.98 3.50 

12 Ibu Pergi ke Pasar 4 23.28 22.89 23.30 23.16 5.79 2.54 

13 Ayah Minum Kopi 3 22.74 21.45 20.84 21.68 7.23 2.68 

14 Saya Mau ke WC 4 21.46 21.65 21.03 21.38 5.35 1.81 

15 Saya Mau Tambah 

Soto 

4 22.44 21.97 22.79 22.40 5.60 1.84 

16 Ayah dan Ibu Pergi 

ke Masjid 

6 30.84 30.76 30.54 30.71 5.12 3.37 

17 Ayah Tidur di 

Kamar 

4 20.86 20.68 21.20 20.91 5.23 2.00 

18 Saya Minum Air 

Putih 

3 20.23 19.52 20.01 19.92 6.64 2.68 

19 Ibu Sakit dan Tidur 

di Kamar 

6 28.33 28.35 27.86 28.18 4.70 2.44 

20 Kami Minum Kopi 

di Halaman 

5 33.05 33.09 32.43 32.85 6.57 2.26 

Total of Average 5.45 2.56 
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Figure 7. Average of time comsumption for each test 

 

 

CONCLUSIONS 

In this research. a virtual keyboard control process has been 

carried out using hand gestures by applying artificial neural 

networks in its classification. Recognized gestures are normal 

hand gestures. hand gestures up. down. left. right. and rotating. 

Based on the tests that have been carried out. it was found that the 

system can recognize the type of hand gesture with a success rate 

of 99%. In the tests carried out there were two gestures. namely 

gesture to the right and down which had a lower accuracy value 

than other gestures due to the less-than-ideal position of the hand 

gesture detected by the leap motion sensor. Tests were carried out 

on 15 respondents using two types of virtual keyboards. The test 

was carried out with three attempts on the same character or word. 

where each trial did not have a significant time difference with an 

average time difference of 2.56 seconds. The test was carried out 

to see the average typing time for each given character or word 

with the result that it takes 5.45 seconds for each character or 

word. 
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