
JITCE - VOL. 08 NO. 01 (2024) 1-7 

 

 

Available online at : http://jitce.fti.unand.ac.id/ 
JITCE (Journal of Information Technology and Computer Engineering) 

|      ISSN (Online) 2599-1663    | 

 
 

 

https://doi.org/10.25077/jitce.8.01.1-7.2024   Attribution-NonCommercial 4.0 International. Some rights reserved 

Research Article 

Deep Learning-Based Dzongkha Handwritten Digit Classification 

Yonten Jamtsho 1, Pema Yangden 1, Sonam Wangmo1, Nima Dema1 

1 Gyalpozhing College of Information Technology, Royal University of Bhutan, Thimphu, Bhutan 

 

 

 

ARTICLE INFORMATION  A B S T R A C T  

 

Received: December 12th, 2022 

Revised: March 16th, 2024 

Available online: March 31st, 2024 

 

In computer vision applications, pattern recognition is one of the important fields in artificial 

intelligence. With the advancement in deep learning technology, many machine learning 

algorithms were developed to tackle the problem of pattern recognition. The purpose of 

conducting the research is to create the first-ever Dzongkha handwritten digit dataset and 

develop a model to classify the digit. In the study, the 3 layer set of CONV → ReLU → POOL, 

followed by a fully connected layer, dropout layer, and softmax function were used to train the 

digit. In the dataset, each class (0-9) contains 1500 images which are split into train, validation, 

and test sets: 70:20:10. The model was trained on three different image dimensions: 28 by 28, 

32 by 32, and 64 by 64. Compared to image dimensions 28 by 28 and 32 by 32, 64 by 64 gave 

the highest train, validation, and test accuracy of 98.66%, 98.9%, and 99.13% respectively. In 

the future, the sample of digits needs to be increased and use the transfer learning concept to 

train the model. 
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INTRODUCTION 

Dzongkha is the national language of Bhutan, and its dialect is 

the native mother tongue of eight western districts. With the 

introduction of Dzongkha computing technology, a Dzongkha 

Linux operating system has been launched along with Optical 

Character Recognition (OCR), Dzongkha lexicon, and text-to-

speech (TTS) [1]. OCR technology, enables the computer to 

convert different types of documents captured by a digital camera 

to editable data. OCR approaches are becoming so popular due to 

the rapid growth of the touch screen devices industry [2]. It is 

easy for the OCR technology to recognize computer-typed digits 

but when it comes to handwritten numbers, building a highly 

reliable recognition system is challenging due to the variations 

and distortion of handwritten characters. Handwritten digit 

recognition is one of the practical issues in the pattern recognition 

application. 

 

So, therefore, it has become vital in Bhutan to develop an OCR 

application that can recognize handwritten digits. Before 

developing the fully functional system, it is crucial to create a 

Dzongkha handwritten digit dataset and develop a deep learning 

model which can be generalized on the new handwritten digits. 

Many researchers have exploited the application of handwritten 

OCR in various languages such as MNIST [3 - 5],   Thai [6 - 8], 

Nepali [9 - 10], Chinese [11 - 12],  etc., but no one has conducted 

research in the Bhutanese context, and there are no available 

datasets. 

 

Therefore, this research aims to create the first-ever Dzongkha 

handwritten digit dataset and use deep learning technology to 

create a model which can classify the digits. From this research, 

other Bhutanese researchers can use the dataset to create their 

model using machine learning or deep learning algorithms. The 

handwritten digital classification applications are used in 

financial institutions, education, etc. The sample Dzongkha 

handwritten digit is shown in Figure 1. The equivalent of 

Dzongkha to English digit is shown in Table 1.  

 

 
Figure 1. Sample Dzongkha handwritten digits 
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Table 1: Equivalent Dzongkha to English digit 

Dzongkha English Dzongkha English 

༠ 0 ༥ 5 

༡ 1 ༦ 6 

༢ 2 ༧ 7 

༣ 3 ༨ 8 

༤ 4 ༩ 9 

Related Work 

The authors of [11] conducted research on the classification of 

handwritten Dzongkha alphabets using the concept of a 

convolutional neural network. The researchers proposed 4 

convolutional layers with a kernel size of 3 by 3 and achieved an 

accuracy of 97.22%. They created the first event handwritten 

alphabet digit dataset consisting of 30 classes.  

 

Khunratchasana and Treenuntharath proposed a method using 

convolutional neural networks to classify and recognize Thai 

handwritten digits. They introduced the Thai digit dataset and 

assessed performance via cloud computing. With a 96.88% 

accuracy and 0.1075 loss, their study highlights CNN's efficiency 

in image recognition [12]. The authors in  [6] explored 

handwritten character recognition challenges, emphasizing 

unique individual handwriting and character similarities in 

languages. They compared deep Convolutional Neural Networks 

(CNNs) using the THI-C68 dataset, evaluating two training 

methods: Train from Scratch and Transfer Learning with 

VGGNet-19 and Inception-ResNet-v2. Results favored VGGNet-

19 with transfer learning, achieving 99.20% recognition 

efficiency. 

 

The authors in [13] introduced a modified version of the 

established LeNet convolutional neural network (CNN) 

architecture tailored for classifying Bangla and Hindi numerals. 

Their research specifically addressed translational invariance and 

to some extent rotational invariance during the recognition phase. 

The experimental results demonstrated impressive accuracy rates, 

with 98.2% achieved for Bangla numerals and 98.8% for Hindi 

numerals. This suggests the effectiveness of their modifications 

in accurately classifying numerals from these languages, 

showcasing promising results for practical applications such as 

optical character recognition (OCR) or digit classification 

systems. Sufian et al. built a model, BDNet for Bengali 

Handwritten numerical digits based on densely connected CNN 

[14]. The authors collected 23392 digits from ISI Bengali 

handwritten dataset written by 1106 persons along with 1000 

datasets. From each class, 400 digits were used as a testing set 

and the remaining digits were used as a training set.  

 

Alkhawaldeh et al. [15] introduced an Ensemble Deep Transfer 

Learning (EDTL) model for recognizing handwritten Arabic 

digits, addressing challenges of diverse styles and noise. By 

combining two pre-trained transfer learning models, the EDTL 

model achieves up to 99.83% accuracy through extensive dataset 

training. This innovative approach offers promising 

advancements in accuracy and robustness, validated through 

rigorous experimentation, with potential for various real-world 

applications. The authors in [16] proposed introduced a novel 

method for recognizing handwritten Arabic digits, which was 

crucial for various real-life applications. Despite extensive 

research in pattern recognition, Arabic digit recognition had 

remained challenging. Their approach utilized pre-trained 

convolutional neural networks, specifically the ResNet-34 model, 

through transfer learning. Employing the MADBase dataset, their 

method achieved a remarkable 99.6% accuracy, surpassing 

previous approaches, highlighting its significance for Arabic 

language applications. 

 

The authors in [17] proposed convolutional neural networks 

based on LeNet-5 to train the model using MNIST datasets. The 

OpenCV computer vision library was used to perform image 

processing and feature extraction on the digits. Similarly, [18] 

used the same datasets for the recognition of handwritten digits 

using seven-layered CNN and trained the network for 15 epochs. 

METHOD 

System Overview 

The typical overview of the proposed system is shown in Figure 

2. The handwritten digit datasets needed for this research are 

collected from the students and then pre-processed to create a 

train, validation, and test sets. After splitting the dataset, the digits 

are trained using the convolutional neural networks, and the 

efficiency of the model is evaluated using the confusion matrix 

and classification report. The model is saved and then tested on 

the unseen handwritten digit to check the correctness and 

robustness of the trained model. 

 

 

Figure 2. System architecture 

Datasets 

Currently, no handwritten digit dataset is available for the 

research. However, the researchers in [19] have created a dataset 

for handwritten Dzongkha alphabets which consist of 30 classes. 

The handwritten digit data was collected from the 648 students 

(primary, higher, and college students). The collected images 

were all converted to binary format since color information does 

not play any significant role in the identification of the digits and 

it is easy for the algorithm to train the dataset. In the datasets, each 

class (0 to 9) contains 1500 images (a total of 15000 images). The 

process involved in the dataset creation is given in Figure 3. 
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Figure 3. Dataset preparation process 

  

For the collection of handwritten digits from the students, the 

datasheet containing 5 columns and 6 rows (20 small boxes on 

A4 size paper) was used. In the sheet, the participants were asked 

to write the Dzongkha digits (0 to 9) thrice using a pencil. After 

the collection of the data, the sheets were scanned using the 

scanner and saved in the image format. After scanning the 

datasheet, the scanned images were all converted to binary format 

(black background with white font) since the required digit should 

be in white. For image binarization, Otsu’s method [20] was used 

since it automatically calculates the threshold value from the  

image histogram, for a bimodal image. Then from the binarized 

image, the individual digits were extracted using the following 

pseudo-code:

Algorithm 1: Automatic extraction of digits from the datasheet 

 

INPUT: Binary image 

OUTPUT: Individual characters (0 - 9) 

img ← read the thresholded datasheet 

grayscale ← convert the datasheet to grayscale 

contours ← find he contours from the thresholded image 

N ← total number of contours in the image 

for i ← 0 to N do 

 area ← find the area of the contour at location i 

 if area > thresholded_value do 

  boundingBox ← calculate the coordinates of the bounding box of counter i 

  cropped ← crop the bounding to get the digit 

 

After the extraction of individual digits from the datasheet, it still 

contains some unwanted noises (white dots) which will hamper 

the identification of the digits. Therefore, the noises need to be 

removed before the development of the model and we have to  

make sure that only the digit is present in the image. To 

accomplish the task, the following pseudo-code was used to 

remove the noises:

Algorithm 2: Automatic removal of noise (whit dots) from the digit 

 

INPUT: List of extracted digits 

OUTPUT: List of digits without noise 

N ← total number of digits in the folder 

for i ← 0 to N do 

 img ← read each digit in location i 

 grayscale ←convert the image to grayscale 

 contours ← find the contours from the digit 

 M ← find total number contours on the digit 

 for j ← 0 to M do 

 area ← find the area of the contour at location j 

 if area < threshold_value do 

 boundingBox ← calculate the coordinates of the bounding box 

 boundingBoxFill ← fill the bounding box with black pixels 
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Model Development 

After the preparation of the dataset, the handwritten digits dataset 

were split into three sets: train, validation, and test sets. For the 

dataset split, 10:2070 ration was used. 10% of the dataset is kept 

aside as the test data for testing the performance of the model after 

the training process. In the research, the model was trained using 

a convolutional neural network: three-layer sets of CONV → 

ReLU → POOLING before the fully connected layer as shown 

in Figure 4. To check the performance of the proposed model, 

three distinct experiments were performed by varying the image 

dimensions (28 by 28, 32 by 32, and 64 by 64). The proposed 

CNN architecture is shown in Table 2.  

 

In the first and second CONV → ReLU → POOLING block, 32 

filters of size 3 by 3, and in the third CONV → ReLU → 

POOLING block, 64 filters of size 3 by 3 were used. The CONV 

layers are the basic building blocks since they contain learned 

kernels (filters), which extract features that distinguish images 

from another. The pooling layer performs nonlinear down-

sampling and reduces the number of parameters and computation 

of the network. The fully connected layers, followed by the 

dropout and softmax function help the models classify the digit 

after the feature extraction. The dropout layers prevent overfitting 

the training data. Dropout layers drop some of the neurons which 

does not add value to the next hidden layer. 

 

Figure 4. Dataset preparation process 

 

Table 2. CNN architecture 

First Layer Set 

Conv2D 32 filters, 3 by 3 filter size, 

same padding 

ReLU  

Max Pool 2 by 2 size 

Second Layer 

Set 

Conv2D 64 filters, 3 by 3 filter size, 

same padding 

ReLU  

Max Pool 2 by 2 size 

Third Layer Set 

Conv2D 64 filters, 3 by 3 filter size, 

same padding 

ReLU  

Max Pool 2 by 2 size 

FC 

Flatten  

Dense 64 

ReLU  

Dropout 0.5 

Softmax  

 

In this research, the OpenCV [21] library and the Keras [22] deep 

learning library were used for image pre-processing and deep 

learning tasks respectively. Both the libraries are based on Python 

programming language. Training a deep neural network can take 

a variable amount of time depending on the dataset size and 

processing power. In the research, the cloud-based GPU (Google 

Colaboratory) was used to train the model. The advantage of 

using Google Colaboratory: firstly, it is open-source, and 

secondly, it has all the required pre-requisites needed by the deep 

learning technology. 

Evaluation Metrics 

In the deep learning technology, the accuracy of the model is 

analysed through the use of confusion or classification matrix. It 

is used to describe the performance of the model based on the test 

data in which the true values are known. The confusion matrix is 

also used in measuring recall, precision, accuracy and f1-score. 

There are some terminologies to be known in the confusion 

matrix (refer Table 3). 

Table 3. Confusion matrix 

 Predicted Class 

  YES NO 

Actual 

Class 

YES True Positive (TP) False Negative (FN) 

NO False Positive (FP) True Negative (TN) 

 

Using the confusion matrix, the following evaluation metrics are 

calculated by using equation (1), (2), (3), and (4). 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃

(𝑇𝑃 + 𝑇𝑁 + 𝐹𝑁 + 𝐹𝑃)
 (1) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

(𝑇𝑃 + 𝐹𝑃)
 (2) 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

(𝑇𝑃 + 𝐹𝑁)
 (3) 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =  
2 ∗ (𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙)

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙)
 (4) 

RESULTS AND DISCUSSION 

The proposed CNN architecture was trained on three image 

dimensions: 28 by 28, 32 by 32, and 64 by 64. The dataset was 

split into three sets: train, validation and test sets. The 

performance of the model with respect to each image dimension 

is shown in Table 4. 

 

Table 4. Model performance obtained from the different image 

dimensions 

Model performance for image dimension 28 by 28 

Train 98.59% 

Validation (Seen) 98.73% 

Test (Unseen) 99% 

Model performance for image dimension 32 by 32 

Train 98.16% 

Validation (Seen) 98.37% 

Test (Unseen) 98.33% 

Model performance for image dimension 64 by 64 

Train 98.86% 

Validation (Seen) 98.9% 

Test (Unseen) 99.13% 
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In Table 4, the model trained on image dimensions 64 by 64 

outperformed the other two models which were trained on 28 by 

28 and 32 by 32. The train, validation, and test accuracy generated 

by the dimension is 98.66%, 98.9%, and 99.13%, respectively. 

The confusion matrix generated by the model for test data 

(unseen) is given in Table 5 (28 by 28), Table 6 (32 by 32), and 

Table 7 (64 by 64). 

 

 

Table 5. Confusion matrix generated by model for image size 28 by 28 

  Predicted Class 

  0 1 2 3 4 5 6 7 8 9 

A
ctu

a
l C

la
ss 

0 150 0 0 0 0 0 0 0 0 0 

1 0 150 0 0 0 0 0 0 0 0 

2 0 0 146 3 0 1 0 0 0 0 

3 0 0 0 149 0 1 0 0 0 0 

4 0 1 0 0 145 0 0 1 1 2 

5 0 0 0 1 0 148 0 1 0 0 

6 0 0 0 0 0 0 145 0 0 0 

7 0 0 0 0 0 0 0 149 0 1 

8 0 0 0 0 0 0 0 0 150 0 

9 0 0 2 0 0 0 0 0 0 148 

Table 6. Confusion matrix generated by model for image size 32 by 32 

  Predicted Class 

  0 1 2 3 4 5 6 7 8 9 

A
ctu

a
l C

la
ss 

0 150 0 0 0 0 0 0 0 0 0 

1 0 150 0 0 0 0 0 0 0 0 

2 0 0 146 3 1 0 0 0 0 0 

3 0 0 1 148 0 1 0 0 0 0 

4 0 1 1 0 142 0 0 0 4 2 

5 0 0 1 1 0 147 0 1 0 0 

6 0 0 0 0 0 0 150 0 0 0 

7 0 0 0 0 0 0 0 149 0 1 

8 0 0 0 0 0 0 0 0 150 0 

9 1 0 2 0 0 0 4 0 0 143 

Table 7. Confusion matrix generated by model for image size 64 by 64 

  Predicted Class 

  0 1 2 3 4 5 6 7 8 9 

A
ctu

a
l C

la
ss 

0 150 0 0 0 0 0 0 0 0 0 

1 0 150 0 0 0 0 0 0 0 0 

2 0 0 149 0 0 0 0 0 1 0 

3 0 0 1 148 0 1 0 0 0 0 

4 0 1 1 0 145 0 0 0 0 3 

5 0 0 0 1 0 149 0 0 0 0 

6 0 0 0 0 0 0 150 0 0 0 

7 0 0 0 0 0 0 0 148 0 2 

8 0 0 0 0 0 0 0 0 150 0 

9 0 0 1 0 0 0 1 0 0 148 

In Table 5, the highest misclassifications were found in 

handwritten digit 4 and then followed by digits 2 and 9. Similarly, 

in Table 6, digit 4 got the highest misclassification, followed by 

digits 2, 5, and 9. However, in Table 7, the misclassifications have 

been reduced drastically compared to Table 5 and Table 6. The 

classification report generated by the trained model for each 

image dimension is shown in Table 8 - 10. A classification report 

is a performance evaluation metric in machine learning. It gives 

the precision, recall, and f1-score of the trained model which 

takes care of the false positives and false negatives. 

 

 

Table 8. Classification report for the test set from the image size 

28 by 28 

Class Precision (%) Recall (%) F1-Score (%) 

0 100 100 100 

1 99 100 99 

2 99 97 98 

3 97 99 98 

4 100 97 98 

5 99 99 99 

6 100 100 100 

7 99 99 99 

8 99 100 99 

9 98 99 98 
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Table 9. Classification report for the test set from the image size 

32 by 32 

Class Precision (%) Recall (%) F1-Score (%) 

0 99 100 99 

1 99 100 99 

2 97 97 97 

3 97 99 98 

4 99 95 97 

5 99 98 98 

6 97 100 98 

7 99 99 99 

8 97 100 98 

9 98 95 96 

Table 10. Classification report for the test set from the image size 

64 by 64 

Class Precision (%) Recall (%) F1-Score (%) 

0 100 100 100 

1 99 100 99 

2 98 99 98 

3 99 99 99 

4 100 97 98 

5 99 99 99 

6 99 100 99 

7 100 99 99 

8 99 100 99 

9 97 99 98 

 

From the Tables, most of the handwritten digits have low false 

positive and false negative rates. Therefore, the proposed model 

gave the maximum correct predictions for the handwritten digits. 

The accuracy generated by the proposed model for the Dzongkha 

handwritten digit datasets cannot be compared with the previous 

works since the dataset used in this research was created for the 

first time. 

 

The simple user interface was designed for a user to draw the digit 

and the system tries to identify the digit. The sample UI is given 

in Figure 5.  

 
Figure 5. Interface showing the recognition of the digit 

CONCLUSIONS 

The purpose of this study was to create the first-ever Bhutanese 

handwritten digit dataset and create a model to classify the digit 

using deep learning technology. The proposed CNN architecture 

is composed of 3 3-layer sets of CONV → ReLU → POOL 

followed by a fully connected layer, a dropout layer, and the 

softmax function. The model was trained on three different image 

dimensions: 28 by 28, 32 by 32, and 64 by 64. The model trained 

on image dimensions 64 by 64 gave the highest train, validation, 

and test accuracy of 98.66%, 98.9%, and 99.13% compared to 

image dimensions 28 by 28 and 32 by 32.  

 

The dataset created for this research will act as the benchmark for 

future researchers. In the future, more samples of handwritten 

digits need to be collected and trained using the transfer learning 

models. Moreover, the research can be extended to Bhutanese 

handwritten characters (alphabets).   
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